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Separate Anything You Describe
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Abstract—Language-queried audio source separation (LASS)
is a new paradigm for computational auditory scene analysis
(CASA). LASS aims to separate a target sound from an audio
mixture given a natural language query, which provides a natural
and scalable interface for digital audio applications. Recent works
on LASS, despite attaining promising separation performance
on specific sources (e.g., musical instruments, limited classes of
audio events), are unable to separate audio concepts in the open
domain. In this work, we introduce AudioSep, a foundation model
for open-domain audio source separation with natural language
queries. We train AudioSep on large-scale multimodal datasets
and extensively evaluate its capabilities on numerous tasks includ-
ing audio event separation, musical instrument separation, and
speech enhancement. AudioSep demonstrates strong separation
performance and impressive zero-shot generalization ability using
audio captions or text labels as queries, substantially outper-
forming previous audio-queried and language-queried sound
separation models. Specifically, AudioSep achieved strong results
including a signal-to-distortion ratio improvement (SDRi) of 7.74
dB across 527 sound classes of the AudioSet; 9.14 dB on the
VGGSound dataset; 8.22 dB on the AudioCaps dataset; 6.85 dB
on the Clotho dataset; 10.51 dB on the MUSIC dataset; 10.04
dB on the ESC-50 dataset; 8.16 dB on the DCASE 2024 Task
9 dataset; and a segmental signal to noise ratio (SSNR) of 9.21
dB on the Voicebank-Demand dataset. For reproducibility of this
work, we released the source code, evaluation benchmark and
pre-trained model at: https://github.com/Audio-AGI/AudioSep.

Index Terms—sound separation, language-queried audio
source separation (LASS), natural language processing.

I. INTRODUCTION

COMPUTATIONAL auditory scene analysis (CASA) [1]
aims to design machine listening systems that perceive

complex sound environments in a similar way to the human
auditory system. As a fundamental research task for CASA,
sound separation aims to separate real-world sound recordings
into individual source tracks, also known as the “cocktail
party problem” [2]. Sound separation has a wide range of
applications, including audio event separation [3], [4], music
source separation [5], and speech enhancement [6], [7].

Many previous works on sound separation mainly focus
on separating one or a few sources, such as in speech
enhancement [6], [7], speech separation [8], [9], and music
source separation [5]. Recently, universal sound separation
(USS) [4] has attracted many research interests. USS aims
to separate arbitrary sounds in real-world sound recordings.
Separating every sound source from a mixture is challenging
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due to the wide variety of sound sources existing in the world.
As an alternative, query-based sound separation (QSS) has
been proposed which aims to separate specific sound sources
conditioned on a piece of query information. QSS allows users
to extract desired audio sources which could be useful in
many applications such as automatic audio editing [10] and
multimedia content retrieval [11]. Using the query of different
modalities such as vision [12]–[14], audio [15]–[18] or event
labels [19]–[22] for sound separation has been investigated in
the literature.

Recently, a new paradigm of QSS has been proposed,
known as language-queried audio source separation (LASS)
[3]. LASS is the task of separating arbitrary sound sources
using natural language descriptions of the desired source.
LASS provides a potentially useful tool for future digital
audio applications, allowing users to extract desired audio
sources via natural language instructions. The use of natural
language queries offers significant advantages, compared to
previous audio-visual [12]–[14] or audio-queried [15]–[18]
methods, such as flexible and convenient acquisition of query
information. Compared to label-queried [19]–[22] methods
that usually pre-define a fixed set of label categories, LASS
does not limit the scope of input queries and can be seamlessly
generalized to open domain.

The challenge of learning a LASS system is associated with
the complexity and variability of natural language expressions.
The text query description could range from sophisticated de-
scriptions of multiple sound sources, such as “people speaking
followed by music playing with a rhythmic beat” to simple and
compact phrases such as “speech, music”. In addition, the same
audio source can be delivered with diverse language expres-
sions, such as “music is being played with a rhythmic beat”
or “an upbeat music melody is playing over and over again”.
LASS not only requires these phrases and their relationships
to be captured in the language description but also that one or
more sound sources that match the language query should be
separated from the audio mixture.

Our original approach [3] for LASS relies on supervised
learning with labeled audio-text paired data. However, such an-
notated audio-text data is limited in size. To overcome the data
scarcity issue, recent advancements have investigated training
LASS with multimodal supervision [23]–[25]. The key idea
behind this approach is to leverage multimodal contrastive
pre-training models such as the contrastive language-image
pretraining (CLIP) model, as the query encoder. As contrastive
learning is capable of aligning text embedding with other
modalities (e.g., vision), it enables the training of the LASS
system using data-rich modalities and facilitates inference with
text in a zero-shot mode. However, existing LASS methods
leverage small-scale data for training and focus on separating
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restricted source types, such as musical instruments and a
limited set of sound events. The potential to generalize LASS
to open-domain scenarios, such as hundreds of real-world
sound sources, has not yet been fully explored. Furthermore,
previous works on LASS evaluate model performance on each
domain-specific test set, which makes future comparison and
reproduction inconvenient and inconsistent.

In this work, our goal is to establish a foundation model for
sound separation with natural language descriptions. Our focus
is on the development of a sound separation model, leveraging
large-scale datasets, to enable robust generalization in open-
domain scenarios. With this model, we aim to holistically
address the separation of a diverse range of sound sources.
This work constitutes an extension of our previous research, as
presented in the Interspeech proceeding [3]. The contribution
of this work includes:

• We introduce AudioSep, a foundation model for open-
domain, universal sound separation with natural lan-
guage queries. AudioSep is trained with large-scale au-
dio datasets and has shown strong separation perfor-
mance and impressive zero-shot generalization capabil-
ities. LASS-Net model presented in the Interspeech work
did not perform well in open-domain scenarios.

• We extensively evaluate AudioSep. We construct a com-
prehensive evaluation benchmark for LASS research,
involving numerous sound separation tasks such as au-
dio event separation, musical instrument separation, and
speech enhancement. We show that AudioSep substan-
tially outperforms off-the-shelf audio-queried sound sep-
aration and state-of-the-art LASS models. AudioSep de-
livered strong results, such as an SDRi of 7.74 dB over
527 sound classes of the AudioSet; 9.14 dB on the
VGGSound dataset; 8.22 dB on the AudioCaps dataset;
6.85 dB on the Clotho dataset; 10.51 dB on the MUSIC
dataset; 10.04 dB on the ESC-50 dataset; 8.16 dB on the
DCASE 2024 Task 9 dataset; and an SSNR of 9.21 dB
on the Voicebank-Demand dataset.

• We conduct in-depth ablation studies to investigate the
impact of scaling up AudioSep using large-scale multi-
modal supervision [23]–[25]. Our findings provide valu-
able insights for future research.

• We released the source code, evaluation benchmark,
and pre-trained model at: https://github.com/Audio-AGI/
AudioSep to promote research in this area.

II. RELATED WORK

A. Audio Source separation

Audio source separation [26] is a fundamental technique
in signal processing, aimed at extracting independent source
signals from their mixtures without prior knowledge of the
mixing process. In recent years, audio source separation
has shown significant advancements through integrating deep
learning models [8]. Most deep learning-based source sepa-
ration systems adopt the supervised learning approach, which
usually requires the creation of simulated target and mixture
sources and the developing of audio-to-audio mapping models.
These mapping models generally fall into two categories: time

domain-based and frequency domain-based approaches. Time
domain-based methods focus on mapping directly onto the
audio waveform, such as WaveUNet [27], ConvTasNet [9], and
Demucs [28]. Frequency domain-based approaches conduct
source separation within the spectral domain. While direct
mapping on the audio spectrogram for audio source separation
has demonstrated success [29], the mask-estimation-based
methods, such as the estimation of ideal ratio masks [30], is
still the most widely used approach in the frequency domain
source separation. Recent work has also explored the integra-
tion of both time and frequency supervisions [31] to further
enhance the performance and robustness of separation systems.
Besides the mapping-based approach, deep clustering-based
methods [32], [33] have also shown promising results on
speech separation based on the learning of a representation
space with contrastive objectives.

B. Universal sound separation

A substantial amount of source separation research has been
concentrated on domain-specific sound separation, focusing
primarily on areas such as speech [8], [9] or music [5]. Univer-
sal sound separation (USS) [4] aims to separate a mixture of
arbitrary sound sources in terms of their classes. The challenge
inherent in USS is the diversity of sound classes in real-world
scenarios, which increases the difficulty of separating all of
these sound sources with a single sound separation system.
The work in [4] reported promising results on separating ar-
bitrary sounds using permutation invariant training (PIT) [34],
a supervised method initially designed for speech separation.
The PIT method uses synthetic training mixtures simulated
from single-source ground truth, performing sub-optimally due
to a mismatch in the distribution between these synthetic
mixtures and real-world sound recordings. Furthermore, it is
not feasible to record a large database of single sources for PIT,
as such sound recordings are often tainted by cross-talk. An
unsupervised method called mixture invariant training (MixIT)
[35] was proposed for sound separation using noisy audio
mixtures. MixIT has achieved competitive performance com-
pared to supervised methods (e.g., PIT), showing substantial
improvements in reverberant sound separation performance.
Both PIT and MixIT methods need a post-selection process to
classify separated sources into specific sound classes.

C. Query-based sound separation

Query-based sound separation (QSS), also known as target
source extraction, aims to separate a specific source from an
audio mixture given some query information. Existing QSS
approaches could be divided into three categories: audio-
visual, audio-queried, and label-queried.

1) Audio-visual sound separation: In the computer vision
community, there has been active research focusing on uti-
lizing visual information to extract target sounds in speech
[36], [37], music [12], and acoustic events [13]. Audio-
Scope [14] has been recently proposed to perform on-screen
sound separation based on the MixIT method. Such vision-
queried approaches are beneficial for automatically decompos-
ing sound sources from audio-visual video data. However, their
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performance is affected by the dynamic visibility conditions
of visual objects, and can be degraded in environments with
visual occlusion or low-light conditions. In addition, video
data often contains off-screen sounds. Learning from noisy
video data is a key challenge for audio-visual sound separation
systems [14], [23].

2) Audio-queried sound separation: Another line of re-
search leverages the audio modality as a query to separate
acoustically similar sounds. Recent studies [17], [18], [38]
have addressed the problem of using one or a few examples
of a target source as the query to separate a particular sound
source: this is known as one-shot or few-shot sound sepa-
ration. These methods separate the target sound conditioned
on the average audio embedding of a few audio examples
of the target source, which requires labeled single sources
for calculating query embedding during training. The work in
[15], [16] proposes to train the audio-queried sound separation
system with large-scale weakly labeled data (e.g., AudioSet
[39]), by first using a sound event detection model [40] to
detect the anchor segment of sound events which are further
used to constitute the artificial mixtures for the training of
audio-queried sound separation models. These audio-queried
sound separation approaches have shown great potential in
the separation of unseen sound sources. However, during test
time, the preparation of reference audio samples for the desired
sound is often a time-consuming process.

3) Label-queried sound separation: An intuitive way to
query a specific sound source is to use the label of its sound
class [19]–[22]. Although acquiring a label query involves less
effort than acquiring an audio or visual query, the label set
is often pre-defined and is limited to a finite set of source
categories. This imposes a challenge when attempting to
generalize the separation system into an open-domain scenario,
which may require re-training the sound separation model, or
the use of continual learning methods [20], [41]. Label lacks
the capability to describe the relationship between multiple
sound events, such as their spatial relation and temporal order.
This poses a challenge when the user intends to separate
multiple sources rather than a single sound event.

D. Language-queried audio source separation

Language-queried audio source separation (LASS) is a
recently proposed new paradigm of QSS. LASS uses a natural
language description of an arbitrary target source to separate
the source from an audio mixture. Such natural language
descriptions can include auxiliary information for describing
the target source, such as spatial and temporal relationships of
sound events, for example “a dog barks in the background”
or “people applaud followed by a woman speaking”.

LASS-Net [3] was our first attempt to perform end-to-
end language-queried sound separation. LASS-Net consists
of a language query encoder and a separation model. The
separation model performs target source separation in the
frequency domain and the target waveform is reconstructed
using the noisy phase and inverse short-time Fourier transform
(iSTFT). LASS-Net is trained on a subset (∼17.3 hours, 33
sound categories) of the AudioCaps [42] dataset and has shown

great success in separating a wide range of sounds using
audio caption queries. Kilgour et al. [24] proposed a similar
model that accepts audio or text queries in a hybrid manner.
Tzinis et al. [43] propose an optimal condition training (OCT)
strategy for LASS. OCT performs greedy optimization toward
the highest-performing condition among multiple conditions
(e.g., signal energy, harmonicity) associated with a given target
source, to improve the separation performance.

These LASS methods [3], [24], [43] require labeled text-
audio paired data for supervised training, while such labeled
data is often limited in practice. Recent work [23], [25] has
investigated the potential of a self-supervised approach for
LASS, including leveraging the visual modality as a bridge
to learn the desired audio-textual correspondence. Instead
of using a pre-trained language model (e.g., BERT [44])
[3], Dong et al. [23] use the contrastive language-image
pretraining (CLIP) [45] model as the query encoder and
train a LASS model conditioned on the visual context of
unlabeled noisy videos. Thanks to the aligned embedding
space learned by the CLIP model, at the inference time, the
separation model can be queried with text inputs in a zero-
shot setting. Experimental results show that combining text
and image conditions for hybrid training leads to better text-
queried sound separation performance on musical instrument
separation. Although preliminary studies have been undertaken
into LASS, existing approaches work under the constraints
of limited-source scenarios, such as musical instruments and
a restricted set of universal sound classes. As such, these
approaches have not met the expectation of LASS for zero-
shot, open-domain sound separation.

E. Multimodal audio-language learning

Recently, the field of multi-modal audio-language has
emerged as an important research area in audio signal pro-
cessing and natural language processing. Audio-language tasks
hold potential in various application scenarios. For instance,
automatic audio captioning [46], [47] aims to provide mean-
ingful language descriptions of audio content, benefiting the
hearing-impaired in comprehending environmental sounds.
Language-based audio retrieval [48], [49] facilitates efficient
multimedia content retrieval and sound analysis for security
surveillance. Text-to-audio generation [50]–[55] aims to syn-
thesize audio content based on language descriptions, serving
as sound synthesis tools for film-making, game design, virtual
reality, and digital media, and aiding text understanding for
the visually impaired. Contrastive language-audio pre-training
(CLAP) [56] aims to learn an aligned audio-text embedding
space via contrastive learning. CLAP facilitates downstream
audio-text multimodal tasks (e.g., zero-shot audio classifica-
tion) [50], [57]. In this work, we focus on the intersection
between audio source separation and natural language pro-
cessing, which is an important field for CASA research but
less explored.

III. METHOD

We introduce AudioSep, a foundation model for open-
domain sound separation with natural language queries. Au-
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Fig. 1. Framework of AudioSep. AudioSep has two key components: a QueryNet and a SeparationNet. The QueryNet is the text encoder of CLIP [45] or
CLAP [56] model. The SeparationNet is a frequency-domain ResUNet [5], [15] model.

dioSep has two key components: a QueryNet and a Separa-
tionNet, as illustrated in Figure 1. We will introduce the details
of each component below.

A. QueryNet

For QueryNet, we use the text encoder of the con-
trastive language-audio pre-training model (CLAP) [56]. The
QueryNet is used to extract the text embedding of the natural
language query. The input text query is denoted as q =
{qn}Nn=1, consisting of a sequence of N word tokens. The
sequence is processed by a text encoder to obtain the text
embedding for the input language query. The text encoder
encodes the input text tokens via a stack of Transformer
blocks. After passing through the transformer layers, the out-
put representations are aggregated, resulting in a fixed-length
D-dimensional vector representation, where D corresponds to
the latent dimension of the CLAP model. The text encoder is
frozen during training.

B. SeparationNet

For SeparationNet, we apply the frequency-domain Re-
sUNet model [5], [15] as the separation backbone. The input
to the ResUNet model is a mixture of audio clips. First, we
apply a short-time Fourier transform (STFT) on the waveform
to extract the complex spectrogram X ∈ CT×F , the magnitude
spectrogram and phase of X are denoted as |X| and ej∠X ,
where X = |X|ej∠X . Then, we follow the same setting
of [15], and we construct an encoder-decoder network to
process the magnitude spectrogram. The ResUNet encoder-
decoder comprises 6 encoder blocks, 4 bottleneck blocks, and
6 decoder blocks. In each encoder block, the spectrogram is
downsampled into a bottleneck feature using 4 residual con-
volutional blocks, while each decoder block utilizes 4 residual
deconvolutional blocks to upsample the feature and obtain
the separation components. A skip connection is established
between each encoder block and the corresponding decoder
block, operating at the same downsampling/upsampling rate.
The residual block consists of 2 CNN layers, 2 batch normal-
ization layers, and 2 Leaky-ReLU activation layers. Further-
more, we introduce an additional residual shortcut connecting
the input and output of each residual block. The ResUNet
model inputs the complex spectrogram X and outputs the mag-
nitude mask |M | and the phase residual ∠M conditioned on

the text embedding eq . |M | controls how much the magnitude
of |X| should be scaled, and the angle ∠M controls how much
the angle of ∠X should be rotated. The separated complex
spectrogram can be obtained by multiplying the STFT of the
mixture and the predicted magnitude mask |M | and phase
residual ∠X:

Ŝ = |M | ⊙ |X|ej(∠X+∠M), (1)

where ⊙ is the Hadamard product. The SeparationNet per-
forms time-frequency masking in the magnitude domain, sup-
plemented by phase correction relative to the noisy phase. An
alternative approach is complex spectral mapping (CSM) [29],
which predicts the real and imaginary spectrograms jointly and
has been shown to perform better than time-frequency masking
in speech enhancement task. However, in this work, we focus
on the time-frequency masking-based approach.

To bridge the text encoder and the separation model, we
use a Feature-wise Linearly modulated (FiLm) layer [58] after
each ConvBlock in the ResUNet. Specifically, let H(l) ∈
Rm×h×w denote the output feature map produced by Con-
vBlock l, where m represents the number of channels, and
h and w are the spatial dimensions (height and width) of the
feature map H(l), respectively. The modulation parameters are
applied to each channel H(l)

i ∈ Rh×w, where i indexes the i-th
channel of the feature map, using the FiLm layer as follows:

FiLm
(
H

(l)
i | γ(l)

i , β
(l)
i

)
= γ

(l)
i H

(l)
i + β

(l)
i . (2)

Here, γ(l)
i ∈ R and β

(l)
i ∈ R are the per-channel modulation

parameters (scalars) for the i-th channel, generated from
the text embedding eq through a neural network g(·), i.e.,
(γ(l), β(l)) = g(eq). The modulation parameters γ

(l)
i and β

(l)
i

are broadcast across the h×w spatial dimensions of the cor-
responding channel H

(l)
i , enabling feature-wise modulation,

where i ranges over all channels, i.e., i ∈ {1, . . . ,m}. In this
work, we model g(·) with two fully connected layers followed
by ReLU activation, which is jointly trained with the ResUNet
separation model.

C. Loss and training

During training, we use the loudness augmentation method
proposed in [15]. When constituting the mixture x with s1 and
s2, we first calculate the energy of s1 and s2 as E1 and E2 by
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E = ∥s∥22. We then determine a desired Signal-to-Noise Ratio
(SNR) in decibels (dB), denoted as SNRdB, which is randomly
chosen from the range [−15, 15] dB. The scaling factor α is
then calculated using the formula:

α =

√
E1

E2
· 10SNRdB/10

This scaling factor ensures that the mixture x has the specified
SNR. The mixture x is then formed as follows:

x = s1 + αs2. (3)

We train AudioSep end-to-end using an L1 loss function
between the predicted and target waveforms. Since waveform-
based L1 loss is simple to implement and has shown good
performance on universal sound separation tasks [15].

LossL1 = ∥s− ŝ∥1 (4)

The lower L1 loss value indicates that the separated signal ŝ
is closer to the ground truth signal s.

D. Connections to the prior works

The design of the AudioSep model is extended from our
previous works, LASS-Net [3] and USS-ResUNet [15]. LASS-
Net is a model for language-queried sound separation, while
USS-ResNet is a model for audio-queried sound separation.
The separation network, ResUNet, is the same across Au-
dioSep, LASS-Net, and USS-ResNet. For the text encoder
in AudioSep, we use CLAP [56], which connects language
and audio through an audio encoder and a text encoder via a
contrastive learning objective. The CLAP model brings audio
and text descriptions into a joint audio-text latent space, which
facilitates effective audio-text representation learning.

IV. DATASETS AND EVALUATION BENCHMARK

In this section, we provide a detailed description of the
training dataset used for AudioSep, along with the established
evaluation benchmark. The statistics of the dataset are pre-
sented in Tables I and II.

A. Training datasets

1) AudioSet: AudioSet [39] is a large-scale, weakly-
labelled audio dataset with 2 million 10-second audio snippets
sourced from YouTube. Each clip in the collection is cate-
gorised by the presented sound classes, without the timing in-
formation of sound events. AudioSet includes an ontology1 of
527 distinct sound classes, such as “Human sounds”, “Music”,
“Natural Sounds”, among others. The training set comprises
2 063 839 clips, including a balanced subset of 22 160 audio
clips. For each sound class in the balanced subset, there are at
least 50 audio clips. After accounting for unavailable YouTube
links, we were able to download 1 934 187 audio clips with
their corresponding video streams, equating to 94% of the
complete training set. All the clips are either padded with
silence or cut short to a duration of 10 seconds. Since a large
amount of YouTube audio recordings have a sampling rate

1https://research.google.com/audioset/ontology/index.html

below 32 kHz, we have converted all audio recordings to a
mono format and resampled them at 32 kHz. All audio clips
within the training set are used as training data.

2) VGGSound: VGGSound [59] is a large-scale audio-
visual dataset sourced from YouTube. VGGSound contains
nearly 200 000 video clips each of length 10 seconds, anno-
tated across 309 sound classes consisting of human actions,
sound-emitting objects, and human-object interactions. The
creation process of VGGSound has ensured that the object
producing each sound is also discernible in the corresponding
video clip. We utilize the original version of the VGGSound
dataset, which includes 183 727 audio-visual clips for training
and 15 449 for testing. We resample all audio clips at 32 kHz.
All data within the training split are used for training.

3) AudioCaps: AudioCaps [42] is the largest publicly avail-
able human-annotated audio captioning dataset, with 50 725
10-second audio clips sourced from AudioSet. AudioCaps
is divided into three splits: training, validation, and testing
sets. The audio clips are annotated by humans with natural
language descriptions through the Amazon Mechanical Turk
crowd-sourced platform. Each audio clip in the training sets
has a single human-annotated caption, while each clip in the
validation and test set has five human-annotated captions. We
retrieved AudioCaps based on the AudioSet we downloaded.
The AudioCaps dataset we obtained consists of 49 274 out of
49 837 audio clips (98%) in the training set, 494 out of 495
clips (99%) in the validation set, and 957 out of 975 clips
(98%) in the test set. All audio clips within the training and
validation sets are used for our training process.

4) Clotho v2: Clotho v2 [60] is an audio captioning dataset
that comprises sound clips obtained from the FreeSound plat-
form2. Each audio clip in Clotho has been human-annotated
via the Amazon Mechanical Turk crowd-sourced platform.
Particular attention was paid to fostering diversity in the
captions during the annotation process. In this work, we use
Clotho v2 which was released for Task 6 of the DCASE
2021 Challenge3. Clotho v2 contains 3839, 1045, and 1045
audio clips for the development, validation, and evaluation
split respectively. The sampling rate of all audio clips in the
Clotho dataset is 44 100 Hz, each with five captions. Audio
clips are of 15 to 30 seconds in duration and captions are 8
to 20 words long. We merge the development and validation
split, forming a new training set with 4884 audio clips. All
audio clips within the new training set and evaluation set are
resampled at 32 kHz.

5) WavCaps: WavCaps [61] is a recently released large-
scale weakly-labeled audio captioning dataset, comprising
403 050 audio clips with paired captions, totaling approxi-
mately 7568 hours. The audio clips constituting WavCaps orig-
inate from diverse sources, including FreeSound, BBC Sound
Effects4, SoundBible5, and AudioSet. The audio captions are
filtered and generated using the assistance of ChatGPT6 based
on the online-harvested raw audio descriptions. The average

2https://freesound.org/
3https://dcase.community/challenge2021
4https://sound-effects.bbcrewind.co.uk/
5https://soundbible.com/
6https://openai.com/blog/chatgpt
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TABLE I
AUDIOSEP TRAINING DATASETS.

Caption Label Video Num. clips Hours
AudioSet × ✓ ✓ 2 063 839 5800

VGGSound × ✓ ✓ 183 727 550
AudioCaps ✓ ✓ ✓ 49 768 145
Clotho v2 ✓ × × 4884 37
WavCaps ✓ × × 403 050 7568

duration of audio clips is 67.59 seconds and the average text
length of captions is 7.8 words. We resampled all audio clips
within WavCaps at 32 kHz for training.

B. Evaluation benchmark

1) AudioSet: The evaluation set of AudioSet [39] contains
20 317 audio clips with 527 sound classes. We downloaded
18 887 audio clips from the evaluation set (93%) out of
20 317 audio clips. Source separation on AudioSet presents a
considerable challenge, given that AudioSet contains a diverse
range of sounds within a hierarchical ontology. To create
evaluation data, we adopt the pipeline proposed in [15], which
uses a sound event detection system [40] to analyze each 10-
second audio clip to pinpoint anchor segments. Subsequently,
two anchor segments from different sound classes are selected
and combined to form a mixture with a SNR of 0 dB. We
generate 10 mixtures for each sound class, leading to 5270
mixtures for all 527 sound classes in total.

2) VGGSound: In a similar way to [23], we manually
selected 100 clean samples that each contain a distinct target
sound event from the VGGSound test set. We refer to this
set of 100 samples as VGGSound-Clean. For each audio
sample from VGGSound-Clean, we randomly selected 10
audio samples from the remaining VGGSound test set to gen-
erate mixtures. Specifically, following [62], we first uniformly
sampled the loudness of the two audio samples between -35
dB and -25 dB LUFS (Loudness Units Full Scale); then we
mixed the signals together. The mixtures were scaled to 0.9
if clipping occurred. Finally, we constructed an evaluation set
with 1000 samples. The average SNR of the evaluation set is
around 0 dB.

3) AudioCaps: Our downloaded test set of the AudioCaps
dataset [42] includes 957 audio clips, each annotated with
five captions. To generate audio mixtures, we initially select
an audio clip from the test set to serve as the target source,
followed by a random selection of another audio clip as the
background source, considering that the sound event tag7 of
the background source does not coincide with that of the target
source. For the test mixtures, each test audio is mixed with five
randomly chosen background sources with an SNR at 0 dB.
Each mixture is assigned one of the five audio captions of the
target source. Consequently, 4785 test mixtures are created.

4) Clotho v2: The Clotho v2 [60] evaluation set includes
1045 audio clips, each provided with five human-annotated
captions. The duration of audio clips varies between 15 and
30 seconds. For the creation of test mixtures, we designate

7The sound event tags of each audio clip in AudioCaps can be retrieved
from its corresponding AudioSet annotations.

each audio clip in the evaluation set as a target source.
Subsequently, we select two audio clips at random from
the evaluation set, concatenate them, and then truncate it to
match the length of the target source, thereby producing the
interference source. Applying this pipeline, each audio clip in
the evaluation set is mixed with five audio clips at an SNR of
0 dB. Each created mixture is then assigned one of the five
audio captions of the target source. This procedure culminates
in a total of 5225 mixtures for evaluation.

5) ESC-50: The ESC-50 dataset [63] contains 2000 envi-
ronmental audio recordings evenly arranged into 50 semantic
classes including natural sounds, non-speech human sounds,
domestic sounds, and urban noise. Each class contains 40
examples, with each audio clip having a duration of 5 seconds
and with a sampling rate of 44.1 kHz. To make a consistent
evaluation, we first downsample all audio clips at 32 kHz.
Then, we randomly mix two audio clips from different sound
classes with an SNR at 0 dB to form a pair. We constitute
40 mixtures for each sound class. This leads to a total of
2000 evaluation pairs, which are used to evaluate the zero-shot
performance of our model on environmental sound separation
with text label queries.

6) MUSIC: The MUSIC dataset [12] is a collection of
536 video recordings of people playing a musical instrument
from 11 instrument classes such as accordion, acoustic guitar,
and cello. These video clips are crawled from YouTube and
are relatively clean. Following the previous work [23], we
downloaded the 46 video recordings in the test split. We
further segmented all test videos into non-overlapping 10-
second clips and resampled them at 32 kHz. For each video
segment, we randomly select one segment from each of the
other instrument classes to create a mixture with an SNR at
0 dB, resulting in a total of 5004 evaluation pairs, which are
used to evaluate the zero-shot performance of our model on
musical instrument separation with text label queries.

7) DCASE 2024 T9: This is a new dataset8 collected for
evaluating the performance of LASS systems for DCASE
2024 Task 9: Language-Queried Audio Source Separation9.
Specifically, 1000 audio files were sourced from the Freesound
platform, uploaded between April and October 2023. Each
audio file has been manually annotated with three captions. In
the annotation guidance, annotators were instructed to describe
the content of audio clips using five to twenty words. The
tags of each audio file were verified and revised according
to the FSD50K [64] sound event categories. Each audio file
has been chunked into a 10-second clip and downsampled to
16 kHz. 3000 synthetic audio mixtures with signal-to-noise
ratios (SNR) ranging from −15dB to 15dB are generated for
evaluation. The revised tag information is used to ensure that
the two audio clips used in each mix do not share overlapping
sound source classes. We use this dataset to evaluate the zero-
shot performance of our model on universal sound separation
with natural language queries. For models trained with 32
kHz audio, we first upsample all audio clips to 32 kHz for

8https://zenodo.org/records/10886481
9https://dcase.community/challenge2024/task-language-queried-audio-

source-separation
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TABLE II
THE EVALUATION BENCHMARK FOR OPEN-DOMAIN SOUND SEPARATION

WITH NATURAL LANGUAGE QUERIES.

Num. mixtures Sr (Hz) Query Type
AudioSet 5270 32 k text label

VGGSound 1000 32 k text label
AudioCaps 4785 32 k caption
Clotho v2 5225 32 k caption
ESC-50 2000 32 k text label
MUSIC 5004 32 k text label

DCASE 2024 T9 3000 16 k caption
Voicebank-DEMAND 824 16 k text label

separation and then downsample the separated audio clips to
16 kHz for evaluation.

8) Voicebank-DEMAND: The Voicebank-DEMAND
dataset [65] integrates the Voicebank dataset [65], which
includes clean speech, and the DEMAND [66] dataset, which
encompasses a variety of background sounds that are used
to create noisy speech. The noisy utterances are created by
mixing the Voicebank dataset and the DEMAND dataset
under signal-to-noise ratios of 15, 10, 5, and 0 dB. The
test set of the Voicebank-DEMAND dataset includes a total
of 824 utterances, which is used to evaluate the zero-shot
performance of our model on speech enhancement. To make
a fair comparison with previous speech enhancement systems
[6], [7], [67], [68], we resample all audio clips to 16 kHz.
We use “Speech” as the input text query to perform speech
enhancement.

C. Evaluation metrics

We utilize signal-to-distortion ratio improvement (SDRi)
[15], [20] and scale-invariant SDR (SI-SDR) [69] to evaluate
the performance of sound separation systems. For the speech
enhancement task, following previous works [6], [7], [67],
[68], we apply the perceptual evaluation of speech quality
(PESQ) [70], mean opinion score (MOS) predictor of signal
distortion (CSIG), MOS predictor of background-noise intru-
siveness (CBAK), MOS predictor of overall signal quality
(COVL) [71] and segmental signal-to-noise ratio (SSNR)
[72] for evaluation. For each evaluation metric, higher values
indicate better performance.

V. EXPERIMENTS AND RESULTS

A. Training details

We randomly sample two audio segments from two audio
clips from the training set and mix them together to constitute a
training mixture. The length of the audio segment is 5 seconds.
We extract the complex spectrogram from the waveform signal
with a Hann window size of 1024 and a hop size of 320. For
the CLAP model, we use the publicly-available state-of-the-art
checkpoint ‘music speech audioset epoch 15 esc 89.98.pt’,
which is trained on music, and speech datasets in addition to
the original LAION-Audio-630k dataset [56]. For the separa-
tion model, we use a 30-layer ResUNet consisting of 6 encoder
and 6 decoder blocks, which is the same as the previous
work [15] on universal sound separation. Each encoder block
consists of two convolutional layers with kernel sizes of 3×3.

TABLE III
DIFFERENCES BETWEEN THE AUDIOSEP AND OTHERS IN TERMS OF THE

MODEL SIZE, ARCHITECTURE, TRAINING DATA.

Training Data (hrs) Parameters Architecture

LASSNet [3] 17 63.4 M BERT + ResUNet
CLIPSep [23] 550 181.6 M CLIP + UNet

USS-ResNet30 [15] 5800 121 M CNN + ResUNet

AudioSep 14 100 238.6 M CLAP + ResUNet

The number of output feature maps of the encoder blocks is
32, 64, 128, 256, 512, and 1024, respectively. The decoder
blocks are symmetric to the encoder blocks. We apply an
Adam optimizer with a learning rate of 1× 10−3 to train the
AudioSep with the batch size of 96. We train the AudioSep
model for 4M steps on 8 Tesla V100 GPU cards.

B. Comparison systems

1) LASS models: We employ two state-of-the-art publicly
available LASS models as the comparison systems. The first
one is LASS-Net [3], which uses a pre-trained BERT and
ResUNet as the text query encoder and the separation model,
respectively. LASS-Net is trained on a subset (∼17 hours) of
AudioCaps including universal sounds of categories such as
human sounds, animal, sounds of things, natural sounds, and
environmental sounds. The second one is CLIPSep, which uses
CLIP [45] as the query encoder and a model based on Sound-
of-Pixels (SOP) [12] for separation. CLIPSep [23] is trained
with noisy audio-visual videos (∼500 hours) from VGGSound
[59] dataset using hybrid vision and text supervision signal.
In addition, CLIPSep employs a training strategy called noise
invariant training (NIT), designed to enable robust learning
from noisy video data. As the CLIPSep model is trained with
16 kHz sampling rate, for 32 kHz audio clips in the evaluation
sets, we downsample the audio clips to 16 kHz for evalu-
ation. Both LASS-Net and CLIPSep are frequency domain
separation models, the noisy phase is used to reconstruct the
waveform in the test time. Differences between the AudioSep
and others in terms of the model size, architecture, training
data are described in Table III. AudioSep benefits from being
trained on a significantly larger dataset, totaling 14 100 hours,
compared to the smaller datasets used by LASS-Net (17.3
hours) and CLIPSep (550 hours). We further show that the data
scaling enables AudioSep to generalize better across various
sound separation tasks.

2) Audio-queried sound separation models: We use audio-
queried separation models as comparison systems. Kong et
al. [15] proposed a universal sound separation system trained
on AudioSet (∼5800 hours). This system performs query-
based sound separation by using the average audio embedding
calculated from query examples from the training set as
the condition and can separate hundreds of sound classes
using a single model. Empirical studies [15] conducted by
Kong et al. have assessed the effectiveness of various sound
separation systems such as ConvTasNet [9], UNet [73], and
ResUNet [5], along with different audio embedding extractors
such as PANNs [40] and HTSAT [74]. The results indicate
that a system combining PANNs and ResUNet achieved the
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TABLE IV
BENCHMARK EVALUATION RESULTS OF AUDIOSEP AND COMPARISON WITH THE STATE-OF-THE-ART LASS SYSTEMS.

VGGSound AudioCaps Clotho MUSIC ESC-50 DCASE 2024 T9

SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi

LASSNet [3] −4.50 1.17 −0.96 3.32 −3.42 2.24 −13.55 0.13 −2.11 3.69 −4.01 1.93
CLIPSep [23] 1.22 3.18 −0.09 2.95 −1.48 2.36 −0.37 2.50 −0.68 2.64 −1.09 1.90

AudioSep 9.04 9.14 7.19 8.22 5.24 6.85 9.43 10.51 8.81 10.04 6.71 8.16

best performance. As a result, we adopt the PANN-ResUNet
separation model with 30 and 60 layers of the ResUNet as the
comparison systems, denoted as USS-ResUNet30 and USS-
ResUNet60, respectively.

3) Speech enhancement models: Following [7], we adopt
four off-the-shelf speech enhancement models as the com-
parison systems including Wiener filter [67], SEGAN [6],
AudioSet-UNet [7], Wave-U-Net [68], CCMGAN [75] and
MP-SENet [76]. Wiener filter [67] is a method based on signal
processing methods. SEGAN is designed with the genera-
tive adversarial network [77]. AudioSet-UNet is a frequency-
domain UNet-based model trained with weakly labeled Au-
dioSet [39] data. Wave-U-Net is a time-domain UNet-based
speech enhancement model. CMGAN [75] and MP-SENet
[76] are two recently developed state-of-the-art models for
speech enhancement. CMGAN [75] is a Conformer-based
speech enhancement model optimized with MetricGAN [78].
MP-SENet [76] is an encoder-decoder architecture combin-
ing convolution-augmented transformers, designed to denoise
magnitude and phase spectra simultaneously.

C. Evaluation results on seen datasets

We first assess the performance of AudioSep on datasets
seen during training including AudioSet, VGGSound, Audio-
Caps, and Clotho, as shown in Table IV and V. AudioSep
shows strong sound separation performance using text labels
or audio captions as input queries. On the AudioSet, AudioSep
achieved an SI-SDR of 6.90 dB and an SDRi of 7.74 dB. For
the VGGSound dataset, the AudioSep model demonstrated
an SI-SDR of 9.04 dB and an SDRi of 9.14 dB. On the
AudioCaps and Clotho datasets, the AudioSep achieved an SI-
SDR of 7.19 dB and 5.24 dB, respectively, along with SDRi
values of 8.22 dB and 6.85 dB, respectively.

Two state-of-the-art models, LASS-Net and CLIPSep, per-
form poorly in separating target sounds on our bench-
marks. Audio-queried sound separation baseline systems USS-
ResUNet30 and USS-ResUNet60 have achieved an SDRi of
5.57 dB and 5.7 dB, respectively, which underperformed
AudioSep by around 2 dB. In the inference stage, AudioSep
only requires the text description of the target source, which
is more convenient to obtain, as compared with anchor audio
required in the audio-queried methods. Evaluation results on
seen datasets indicate the strong performance of AudioSep
compared with previous state-of-the-art LASS models and off-
the-shelf audio-queried sound separation models.

TABLE V
EVALUATION RESULTS OF AUDIOSEP AND COMPARISON WITH
AUDIO-QUERIED SOUND SEPARATION SYSTEMS ON AUDIOSET.

SI-SDR SDRi Query Modality

USS-ResUNet30 [15] - 5.57 Audio
USS-ResUNet60 [15] - 5.70 Audio

AudioSep 6.90 7.74 Text

D. Zero-shot evaluation results

We conducted further evaluations to assess the zero-shot
separation performance of AudioSep on unseen datasets, in-
cluding MUSIC, ESC-50, DCASE 2024 T9, and Voicebank-
DEMAND. AudioSep achieved promising zero-shot separation
results as shown in Table IV. Specifically, for the MUSIC
dataset, AudioSep achieved an SI-SDR of 9.43 dB and an
SDRi of 10.51 dB. For the ESC-50 dataset, AudioSep obtained
an SI-SDR of 8.81 dB and an SDRi of 10.04 dB. For the
DCASE 2024 Task 9 dataset, AudioSep reached an SI-SDR
of 6.71 dB and an SDRi of 8.16 dB. Although CLIPSep
achieved good performance in separating musical instruments
from background noise [23], its performance degrades when
faced with musical instrument mixtures. Both CLIPSep and
LASS-Net perform poorly in these evaluation datasets.

Table VI shows the results of Voicebank-DEMAND speech
enhancement. Noisy speech without enhancement has PESQ,
CSIG, CBAK, COVL, and SSNR of 1.97 dB, 3.35 dB, 2.44
dB, 2.63 dB and 1.68 dB respectively. AudioSep achieves
PESQ, CSIG, CBAK, COVL, and SSNR of 2.43 dB, 3.37
dB, 3.17 dB, 2.88 dB and 9.21 dB respectively. AudioSep sur-
passes all the speech enhancement baselines in the PESQ met-
ric and performs on par with traditional speech enhancement
models including SEGAN [6] and Wave-U-Net [68]. While
the results achieved by AudioSep in speech enhancement are
far from the state-of-the-art methods such as CMGAN [75]
and MP-SENet [76], this discrepancy may be attributed to the
presence of large-scale noisy speech signals (e.g., AudioSet) in
the training data. This noise can hinder the model’s ability to
effectively learn and separate clean speech signals, particularly
in scenarios with an SNR range of 0 to 15 dB.

E. Visualization of separation results

We visualized spectrograms for audio mixtures, target audio
sources, and separated sources using text queries of diverse
synthetic mixtures (e.g., musical instruments, audio events,
speech) with the AudioSep model, as shown in Figure 2. The
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Fig. 2. Visualization of separation results obtained by AudioSep.

TABLE VI
SPEECH ENHANCEMENT RESULTS ON VOICEBANK-DEMAND DATASET.

PESQ CSIG CBAK COVL SSNR

Noisy 1.97 3.35 2.44 2.63 1.68
Wiener [67] 2.22 3.23 2.68 2.67 5.07
SEGAN [6] 2.16 3.48 2.94 2.80 7.73

AudioSet-UNet [7] 2.28 2.43 2.96 2.30 8.75
Wave-U-Net [68] 2.40 3.52 3.24 2.96 9.97

CMGAN [75] 3.41 4.63 3.94 4.12 11.10
MP-SENet [76] 3.50 4.73 3.95 4.22 10.64

AudioSep 2.43 3.37 3.17 2.88 9.21

spectrogram patterns of the separated sources closely resem-
ble those of the target sources, aligning with our objective
experimental results. Additionally, we conducted several case
studies using real audio clips sourcing from Freesound. The re-
sults demonstrated clear isolation of target audio components,
highlighting the model’s robustness and effectiveness. Audio
samples are available on our project page10.

VI. ABLATION STUDIES

A. Learning with Multimodal Supervision

Recent research has explored the potential of using mul-
timodal supervision [23]–[25] to enhance the scalability of
training LASS models. For example, Contrastive Language-
Image Pre-training (CLIP) model is pre-trained on large-scale
image-text paired data using contrastive learning, where its

10https://audio-agi.github.io/Separate-Anything-You-Describe

text encoder learns to map textual descriptions into the same
semantic space as visual representations. The key advantage of
using the CLIP text encoder for LASS is that it enables us to
train or scale up the LASS model using large-scale unlabeled
audio-visual data [39], [59], leveraging visual embeddings as
a substitute for annotated audio-text paired data. However,
these works mainly focused on small-scale training sets (e.g.,
VGGSound [59]). In this section, we present ablation studies
to investigate the efficacy of using large-scale multimodal su-
pervision with CLIP and CLAP models to scale up AudioSep.
We aim to gain insights into the applicability and performance
of leveraging large-scale multimodal supervision for LASS.

Following [23], we trained the proposed model using either
CLIP or CLAP text encoders with a hyperparameter to control
the training text rate (TR). The TR controls the percentage of
training examples conditioned with text instead of audio or
visual modality. For example, at 0% TR, the AudioSep model
is trained exclusively with audio conditions from CLAP or
visual conditions from CLIP. Conversely, at 100% TR, the
model is trained solely with text conditions. Following [23],
we used the ‘ViT-B-32’ checkpoint for the CLIP model. For
video data processing, frames were uniformly extracted at one-
second intervals, and their averaged CLIP embeddings were
computed to serve as the query embeddings. Each model in
this study was trained for 1M steps on 8 Tesla V100 GPU
cards. The model training applied a data augmentation method
from [15], which first augments the audio clips with the same
energy level before mixing them together to create the mixture.

For the CLIP-based models, we experiment with TRs of
0%, 50%, 75%, and 100%. The resulting models are referred to
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TABLE VII
ABLATION STUDY OF SCALING UP AUDIOSEP WITH MULTIMODAL SUPERVISION.

AudioSet VGGSound AudioCaps Clotho MUSIC ESC-50 DCASE 2024 T9

SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi SI-SDR SDRi

AudioSep-CLIP-TR0.0 0.45 2.91 −3.84 0.78 −0.02 3.29 −1.50 2.42 −0.21 2.97 −0.24 3.67 −2.49 0.95
AudioSep-CLIP-TR0.5 6.48 7.28 7.01 7.27 5.84 7.25 4.32 6.10 7.40 9.05 8.74 9.97 3.68 5.18
AudioSep-CLIP-TR0.75 6.52 7.31 7.46 7.67 5.98 7.41 4.38 6.16 8.00 9.35 8.92 10.10 3.94 5.52
AudioSep-CLIP-TR1.0 6.60 7.37 7.24 7.50 5.95 7.45 4.54 6.28 9.14 10.45 8.90 10.03 3.96 5.46

AudioSep-CLAP-TR0.0 −0.34 3.32 −1.64 2.96 2.12 5.09 0.63 4.22 4.42 6.93 1.24 5.68 0.65 3.77
AudioSep-CLAP-TR0.5 5.94 6.88 7.04 7.24 6.31 7.62 4.19 6.13 8.16 9.65 8.36 9.63 3.92 5.38
AudioSep-CLAP-TR0.75 5.94 6.90 7.20 7.39 6.28 7.60 4.29 6.16 8.42 9.80 8.83 10.03 3.65 5.27
AudioSep-CLAP-TR1.0 6.58 7.30 7.38 7.55 6.45 7.68 4.84 6.51 8.45 9.75 9.16 10.24 4.47 5.86

TABLE VIII
EXPERIMENTAL RESULTS OF COMPARISON OF DIFFERENT TEXT QUERIES

ON AUDIOCAPS-MINI DATASET. THE SUFFIX OF TR1.0 IS IGNORED.

SI-SDR SDRi

AudioSep-CLIP (text label) 6.39 7.70
AudioSep-CLIP (original caption) 7.27 8.25

AudioSep-CLIP (re-annotated caption) 6.44 7.75

AudioSep-CLAP (text label) 6.32 7.65
AudioSep-CLAP (original caption) 7.73 8.47

AudioSep-CLAP (re-annotated caption) 6.59 7.80

TABLE IX
AN EXAMPLE FROM AUDIOCAPS-MINI.

Text Description

Text label “Vibration”
Original caption “Clicking followed by vibrations”

Re-annotated caption1 “Gear change, moving vehicle”
Re-annotated caption2 “The distant engine sound”
Re-annotated caption3 “The engine is running in distant”
Re-annotated caption4 “The engine is starting”

as AudioSep-CLIP-TR0.0, AudioSep-CLIP-TR0.5, AudioSep-
CLIP-TR0.75, and AudioSep-CLIP-TR1.0, respectively. The
visual condition is exclusively adopted for the training using
AudioSet [39] and VGGSound [59] datasets that have video
stream information. For datasets that solely consist of audio
and text, such as WavCaps [61], we use text condition. This
training configuration allows us to leverage the available
modalities of each dataset. Experimental results are shown
in the upper part of Table VII. When training AudioSep-
CLIP-TR0.0 without text supervision from the AudioSet and
VGGsound datasets, we observed clearly inadequate perfor-
mance across all evaluation datasets. As large-scale video data
may contain irrelevant audio contexts, this experimental result
highlights the significance of text supervision from audio event
labels provided by AudioSet and VGGSound in effectively
training the LASS model. When training using text ratios of
50% and 75%, the overall performance is comparable to that
of AudioSep-CLIP-TR1.0, which is trained exclusively with
text supervision. This finding suggests that additional super-
vision from the visual modality does not improve separation
performance in large-scale training settings, likely due to the
inherent noise present in large-scale video data.

For the CLAP-based models, we use TRs of 0%, 50%,
75%, and 100%. The resulting models are denoted as
AudioSep-CLAP-TR0.0, AudioSep-CLAP-TR0.5, AudioSep-
CLAP-TR0.75, and AudioSep-CLAP-TR1.0. Experimental re-
sults are shown in the bottom part of Table VII. At 0% TR,
where only audio modalities are used without text condi-
tioning, the model underperforms, showing negative SI-SDR
values on datasets like AudioSet and VGGSound, with only
slightly better but still inadequate performance on others.
For example, it achieves an SDRi of 4.22 dB on Clotho
and 6.93 dB on MUSIC. This limited performance indicates
that audio-only conditioning struggles in separating sources
when text conditions are used during inference. However, as
text supervision increases to 50% and 75% TR, the model’s
performance improves substantially, indicating the important
role of text conditioning during training. The separation
performance continues to improve up to the TR1.0 setting,
where the model is trained exclusively with text, achieving
optimal results across all CLAP variants and demonstrating
that text conditioning is crucial for effective representation
learning in audio separation tasks. Overall, we observed that
using additional audio supervision to scale AudioSep did not
lead to improvements in our experiments, likely due to the
modality gap phenomenon [79]: the embedding spaces in the
CLAP models may not be well aligned. A recent study [80]
demonstrated that it is possible to further improve the perfor-
mance of AudioSep-CLAP model by including audio modality
as supervision. However, this approach requires embedding
manipulation techniques, such as applying dropout to the audio
embeddings or adding Gaussian noise. While these techniques
provide some improvement, the gains are not significant, we
leave further exploration of this approach for future work.

Comparing the optimal results of CLIP-based and CLAP-
based models, we observed that the CLAP-based model has
better performance on audio datasets with natural language
queries, such as AudioCaps, Clotho, and DCASE 2024 T9.
This suggests that CLAP models may be more adept at
learning representations from natural language queries. Both
CLIP-based and CLAP-based models show comparable results
on datasets where simple text labels serve as queries, including
AudioSet, VGGSound, and ESC-50. This indicates that both
models are equally effective when dealing with straightfor-
ward textual information (e.g., text labels). The CLIP model
performs better on the MUSIC dataset, likely because its text
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embeddings capture distinctions between musical instruments
more effectively than those of the CLAP model. Although
CLIP was not trained on instrumental audio data, it was trained
on a potentially vast amount of music-related image-text data,
enabling it to form clear distinctions in its text embedding
space and achieve good performance in text-queried music
instrument separation tasks. This observation is consistent with
findings from the CLIPSep [23] experiments.

TABLE X
EXAMPLES OF DIFFERENT INVALID TEXT QUERIES.

Text Description

DIY “Separate Anything You Describe”
ESC-50 “Church bells”

AudioCaps “Clicking followed by vibrations”

Ground truth “A man is laughing and then he says something.”

TABLE XI
EXPERIMENTAL RESULTS OF USING DIFFERENT INVALID TEXT QUERIES

ON DCASE 2024 T9 DATASET.

Negative Caption SI-SDR SDRi

DIY −6.56 1.79
ESC-50 −7.68 1.48

AudioCaps −8.51 1.35

Fig. 3. Case studies of (a) an audio mixture; (b) the ground truth target source;
(c) the separated source queried by AudioCaps’s original caption: “People
laugh followed by people singing while music plays”; (d) the separated source
queried by our reannotated caption: “A music show is presenting to the
public”. Results are obtained using the AudioSep-CLAP-TR1.0 model.

Fig. 4. An example of performing separation using AudioSep with an invalid
query: ”Separate Anything You Describe”.

B. Studies of using various text queries

In practice, human descriptions of an audio source are
generally personalized, which poses a challenge to develop
LASS models that can handle a variety of natural language
queries well. In this section, we conduct an ablation study
to investigate how does our proposed model perform when
using various text queries. Specifically, we randomly selected
50 audio clips from the test set of the AudioCaps dataset
and engaged four English native speakers from the University
of Surrey to individually re-annotate the selected clips. Each
annotator provided a single description per audio clip without
any specific hints or restrictions. Consequently, we obtained a
set of six descriptions for each audio clip. This set included
one caption sourced from AudioCaps, four captions provided
by the annotators, and the AudioSet audio event text labels.
To create test mixtures, each audio clip was mixed with ten
background sources randomly selected with an SNR at 0 dB,
considering that the sound event labels of the background
source do not overlap with that of the target source. We denote
this test dataset as AudioCaps-Mini.

We evaluate the performance of AudioSep-CLIP-TR1.0 and
AudioSep-CLAP-TR1.0 on AudioCaps-Mini. To investigate
the effects of various text queries, we utilize the retrieved
AudioSet event labels, the original AudioCaps audio captions,
and our re-annotated natural language descriptions, which are
referred to as the “text label”, “original caption” and “re-
annotated caption”, respectively. An example of AudioCaps-
Mini can be found in Table IX. Experimental results are shown
in Table VIII. For both the CLIP-based and CLAP-based mod-
els, we have observed a considerable performance improve-
ment when using the “original caption” as text queries instead
of using the “text label”. This may be attributed to the fact
that human-annotated captions provide more comprehensive
and accurate descriptions of the source of interest compared
to audio event labels. Despite the personalized nature and
different word distribution of our re-annotated captions, the
results obtained using the “re-annotated caption” are slightly
worse than those using the “original caption”, while still
marginally outperforming the results obtained with the “text
label”. These experimental findings demonstrate the promising
generalization performance and robustness of AudioSep in
real-world cases with diverse text queries.

We further investigated how the model’s performance de-
grades when using reannotated queries compared to the origi-
nal queries. We observed several instances where the model’s
performance degrades slightly as distortion increases. An
example could be found in Figure 3.

C. Studies of using invalid text queries

In this section, we perform an ablation study to investigate
the effect of using invalid queries, i.e., queries that do not
match any sources presented in the audio mixtures, on the
performance of audio source separation. We used three dif-
ferent types of invalid queries: one randomly sampled caption
from the AudioCaps test set, another from the ESC-50 event
class labels, and a DIY text query labeled “Separate Anything
You Describe.” Examples of these different invalid queries are
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presented in Table X. We conducted this ablation study on
DCASE 2024 Task 9 evaluation set and using the pre-trained
AudioSep model.

The separation results are presented in Table XI. For all
three types of invalid queries, the SI-SDR values are negative.
Through manual inspection, we observed that the AudioSep
model tends to suppress some signals randomly when pre-
sented with invalid queries. An example can be found in Figure
4. As potential optimizations, we could consider supervising
the model to generate silence in response to invalid queries
or leveraging novel methods proposed in the OCT [43]. We
leave these for our future work.

VII. CONCLUSION AND FUTURE WORK

We have introduced AudioSep, a foundation model for
open-domain universal sound separation with natural language
descriptions. AudioSep can perform zero-shot separation using
text labels or audio captions as queries. We have presented
a comprehensive evaluation benchmark including numerous
sound separation tasks such as audio event separation, musical
instrument separation, and speech enhancement. AudioSep
outperforms state-of-the-art text-queried separation systems
and off-the-shelf audio-queried sound separation models. We
show that AudioSep is a promising approach to flexibly
address the CASA problem with strong sound separation
performance. In future work, we will improve the separation
performance of AudioSep via unsupervised learning tech-
niques [14], [35] and extend AudioSep to support audio-visual
sound separation, audio-queried sound separation, and text-
guided speaker separation [81] tasks.

ACKNOWLEDGMENTS

This work is partly supported by UK Engineering and Physi-
cal Sciences Research Council (EPSRC) Grant EP/T019751/1
“AI for Sound”, British Broadcasting Corporation Research
and Development (BBC R&D), and a PhD scholarship from
the Centre for Vision, Speech and Signal Processing, Faculty
of Engineering and Physical Science, University of Surrey and
a Research Gift from Google. For the purpose of open access,
the authors have applied a Creative Commons Attribution
(CC-BY) license to any Author Accepted Manuscript version
arising. We thank the reviewers and associate editor for their
constructive comments to further improve the paper.

REFERENCES

[1] D. Wang and G. J. Brown, Computational auditory scene analysis:
Principles, algorithms, and applications. Wiley-IEEE press, 2006.

[2] S. Haykin and Z. Chen, “The cocktail party problem,” Neural Compu-
tation, vol. 17, no. 9, pp. 1875–1902, 2005.

[3] X. Liu, H. Liu, Q. Kong, X. Mei, J. Zhao, Q. Huang, M. D. Plumbley,
and W. Wang, “Separate what you describe: Language-queried audio
source separation,” in INTERSPEECH, 2022.

[4] I. Kavalerov, S. Wisdom, H. Erdogan, B. Patton, K. Wilson, J. Le Roux,
and J. R. Hershey, “Universal sound separation,” in 2019 IEEE Workshop
on Applications of Signal Processing to Audio and Acoustics (WASPAA),
2019, pp. 175–179.

[5] Q. Kong, Y. Cao, H. Liu, K. Choi, and Y. Wang, “Decoupling magnitude
and phase estimation with deep ResUNet for music source separation.”
in ISMIR, 2021.

[6] S. Pascual, A. Bonafonte, and J. Serra, “SEGAN: Speech enhancement
generative adversarial network,” in INTERSPEECH, 2017.

[7] Q. Kong, H. Liu, X. Du, L. Chen, R. Xia, and Y. Wang, “Speech
enhancement with weakly labelled data from AudioSet,” in IEEE
International Conference on Acoustics, Speech, and Signal Processing
(ICASSP), 2021.

[8] D. Wang and J. Chen, “Supervised speech separation based on deep
learning: An overview,” IEEE/ACM Transactions on Audio, Speech, and
Language Processing, vol. 26, no. 10, pp. 1702–1726, 2018.

[9] Y. Luo and N. Mesgarani, “Conv-TasNet: Surpassing ideal time–
frequency magnitude masking for speech separation,” IEEE/ACM trans-
actions on Audio, Speech, and Language Processing, vol. 27, no. 8, pp.
1256–1266, 2019.

[10] S. Rubin, F. Berthouzoz, G. J. Mysore, W. Li, and M. Agrawala,
“Content-based tools for editing audio stories,” in Proceedings of the
26th Annual ACM Symposium on User Interface Software and Technol-
ogy, 2013, pp. 113–122.

[11] Y. Peng, X. Huang, and Y. Zhao, “An overview of cross-media retrieval:
Concepts, methodologies, benchmarks, and challenges,” IEEE Transac-
tions on Circuits and Systems for Video Technology, vol. 28, no. 9, pp.
2372–2385, 2017.

[12] H. Zhao, C. Gan, A. Rouditchenko, C. Vondrick, J. McDermott, and
A. Torralba, “The sound of pixels,” in Proceedings of the European
Conference on Computer Vision (ECCV), 2018, pp. 570–586.

[13] M. Chatterjee, J. Le Roux, N. Ahuja, and A. Cherian, “Visual scene
graphs for audio source separation,” in Proceedings of the IEEE/CVF
International Conference on Computer Vision (ICCV), 2021, pp. 1204–
1213.

[14] E. Tzinis, S. Wisdom, A. Jansen, S. Hershey, T. Remez, D. P. Ellis, and
J. R. Hershey, “Into the wild with AudioScope: Unsupervised audio-
visual separation of on-screen sounds,” arXiv:2011.01143, 2020.

[15] Q. Kong, K. Chen, H. Liu, X. Du, T. Berg-Kirkpatrick, S. Dubnov,
and M. D. Plumbley, “Universal source separation with weakly labelled
data,” arXiv:2305.07447, 2023.

[16] K. Chen, X. Du, B. Zhu, Z. Ma, T. Berg-Kirkpatrick, and S. Dubnov,
“Zero-shot audio source separation through query-based learning from
weakly-labeled data,” in Proceedings of the AAAI Conference on Artifi-
cial Intelligence (AAAI), vol. 36, no. 4, 2022, pp. 4441–4449.

[17] B. Gfeller, D. Roblek, and M. Tagliasacchi, “One-shot conditional audio
filtering of arbitrary sounds,” in IEEE International Conference on
Acoustics, Speech and Signal Processing (ICASSP), 2021, pp. 501–505.

[18] Y. Wang, D. Stoller, R. M. Bittner, and J. P. Bello, “Few-shot musical
source separation,” in IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), 2022, pp. 121–125.

[19] B. Veluri, J. Chan, M. Itani, T. Chen, T. Yoshioka, and S. Gollakota,
“Real-time target sound extraction,” in IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2023, pp. 1–5.

[20] M. Delcroix, J. B. Vázquez, T. Ochiai, K. Kinoshita, Y. Ohishi, and
S. Araki, “Soundbeam: Target sound extraction conditioned on sound-
class labels and enrollment clues for increased performance and continu-
ous learning,” IEEE/ACM Transactions on Audio, Speech, and Language
Processing, vol. 31, pp. 121–136, 2022.

[21] T. Ochiai, M. Delcroix, Y. Koizumi, H. Ito, K. Kinoshita, and S. Araki,
“Listen to what you want: Neural network-based universal sound selec-
tor,” arXiv:2006.05712, 2020.

[22] H. Wang, D. Yang, C. Weng, J. Yu, and Y. Zou, “Improving target sound
extraction with timestamp information,” arXiv:2204.00821, 2022.

[23] H.-W. Dong, N. Takahashi, Y. Mitsufuji, J. McAuley, and T. Berg-
Kirkpatrick, “CLIPSep: Learning text-queried sound separation with
noisy unlabeled videos,” in Proceedings of International Conference on
Learning Representations (ICLR), 2023.

[24] K. Kilgour, B. Gfeller, Q. Huang, A. Jansen, S. Wisdom, and
M. Tagliasacchi, “Text-driven separation of arbitrary sounds,” in IN-
TERSPEEH, 2022.

[25] R. Tan, A. Ray, A. Burns, B. A. Plummer, J. Salamon, O. Nieto, B. Rus-
sell, and K. Saenko, “Language-guided audio-visual source separation
via trimodal consistency,” arXiv:2303.16342, 2023.

[26] A. J. Bell and T. J. Sejnowski, “An information-maximization approach
to blind separation and blind deconvolution,” Neural computation, vol. 7,
no. 6, pp. 1129–1159, 1995.

[27] D. Stoller, S. Ewert, and S. Dixon, “Wave-u-net: A multi-scale neu-
ral network for end-to-end audio source separation,” arXiv preprint
arXiv:1806.03185, 2018.
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